ATTACHMENT #1

Issues Resulting in Delays of the County Equipment Replacement Project
· The necessity for TxDOT to “certify” each piece of equipment that would run on the TxDMV shared/TxDOT owned network. At least one of each piece of equipment (specific model, feature, etc.) selected for deployment had to be approved.  Without buying the equipment, vendors struggled getting exact components for testing and certification before purchase orders (Pos) could be issued.

· After POs were issued, problems surfaced with availability of equipment from vendors.  Unlike other times when the economy was better, vendors were not building equipment for stock as they have in the past.  Rather, they build to order, which has the effect of lengthening delivery times.  It wasn’t until 09/06/11 that all equipment components finally arrived.

· Routers were not delivered until 08/29/11 and a TxDOT approved router configurations did not become available until 08/31/11 and still had to be tested.

· Numerous challenges resulted in attempts to obtain a stable and working RTS application/image:

· A few days into the process, the TxDOT resource went on vacation, which stopped the process.  An alternative employee started working on it, but their skill set wasn’t really strong enough to build the RTS application (image) according to requirements.

· With assistance of the deployment vendor, technical resources from HP were brought in to help address some of the issues.  This technician stayed with us for a week and a half.  During which, the original TxDOT resource returned from vacation and began working on the image.  

· Since we are deploying Windows 7 and running the application in Windows XP (the RTS application will not work in Windows 7 at this time), two IP addresses were required on each PC, which necessitated expanding the pool of IPC addressed and precipitated additional network changes.

· When changes were made to the networking, it was discovered the Microsoft Active Directory Group Policies needed to be changed to accommodate the new PCs and the new environment we would be operating.

· TxDOT has some of their own network and directory issues which diluted their ability to support TxDMV needs so we could get an environment ready for testing.

· On 08/31/11, the TxDOT Chief Information Office (CIO) discussed the issue with TxDOT staff in order to give TxDMV priority so a stable and working image could be obtained and tested so TxDMV could get it to the vendor for burning on all of the workstations so deployment could begin.

· Later on 08/31/11, it was discovered the workstation used to develop the image was having a disk drive failure and had to be replaced.  Fortunately, there was a backup copy that could be restored that contained everything that had been done to date.

· Since the first of September, we’ve continued to face one problem after another with securing drivers, updating the Windows operating system software, etc.  However, as of 09/08/11, TxDMV’s CIO was optimistic that priority attention was being given to the project by TxDOT staff and that TxDOT was focusing on the image on a daily basis; however, it was learned the TxDOT team was not focusing solely on securing a TxDMV image and were actually working other TxDOT related issues throughout each day although TxDOT did have at least two days of their own serious issues that merited deferring to other projects.

· On 09/13/11, TxDMV’s CIO again met with TxDOT’s CIO and other IT senior management to discuss areas of concern regarding TxDMV’s image and impressed upon them the need to provide a level of support that was not yet in place.  Microsoft or HP advanced technical support had also not been engaged as previously promised.  Following this discussion, TxDOT immediately began focusing on the image problems.

· On 09/15/11, a marathon conference call took place with Microsoft that lasted until 10:30pm.  During that day, numerous issues were fixed, while other new areas surfaced.  Work with Microsoft, HP and TxDOT staff continued.

· A printer problem surfaced causing them to lose focus during operation.  It took several days for Microsoft, HP and staff to identify and fix, but it was finally fixed on 09/21/11.  HP eventually identified the problem was one between the application and one of their drivers.  A change was made and testing continued, but the problem appeared to be fixed.  A disk failure error also again resurfaced, but was resolved with the HP driver update on 09/21/11.  Other required testing continued.

· A solid image was finally obtained on 09/25/11.  Arrangements were made with Williamson County to pilot two machines with the new RTS application that included the updated operating system on new equipment at their Round Rock substation to ensure the image was solid before statement deployment could begin.  The application was also burned to portable media and sent by express mail to the deployment vendor’s staging warehouse so burning to each machine could begin in their Chicago labs as of 09/28/11.  

